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Abstract 
Purpose In recent years, the incorporation of multimedia into linguistic input has opened a new horizon in the field 
of second language acquisition (SLA). In the reading aspect, the advent of virtual reality (VR) technology extends 
the landscape of reading repertoire by engaging learners with auditory, visual and tactile multimodal input. This 
study aimed to examine the pedagogical potential of VR technology in enhancing learners’ reading comprehension. 
Methods Three classes including 131 Chinese 8th grade EFL students participated in this study. This study adopted 
mixed methods methodology and triangulated pre-post-retention tests, questionnaires, learning journals and inter-
view data to compare three modes of text input on learners’ reading performance and cognitive processing. Results 
The results indicated that VR-assisted multimodal input significantly improved learners’ macrostructural compre-
hension in the short term, whereas there was no significant difference of retention performance. The findings re-
vealed that reading multimodal text did not exceed learners’ memory capacity or impose extraneous cognitive load. 
Participants mainly reported favorably on the efficacy of multimodal input in assisting their reading. Conclusion 
This study was the first attempt to integrate VR technology with input presentation and cognitive processing and 
offered a new line of theorization of VR-assisted multimodal learning in the cognitive field of SLA. 

Keywords multimodal input; virtual reality; reading comprehension; cognitive load 

1. Introduction

In the field of second language acquisition (SLA),
the important role of input has been addressed by many 
researchers (Ellis, 1994; Gass, 1997; Krashen, 1985; 
Long, 1996). In the cognitive account of SLA, the ex-
posure to input has been regarded as a necessary condi-
tion for second language (L2) development to occur 
(Fotos, 2000; Gass, 1997). Recently, the modality of in-
put has become a focus of inquiry in SLA due to the 
development of information and communication tech-
nology (ICT), which has transformed the way infor-
mation is recorded, represented, managed and pro-
cessed.  

In this study, I used the term “multimodal text” 
(Walsh, 2007, p. 26) to encompass a broad concept of 
engaging in, interacting with, and reflecting upon the 
text presented by different multimedia. This study was 
situated in the cognitive field of SLA to test the efficacy 
of multimodal input on Chinese EFL beginners’ reading 
comprehension by comparing screen-based multimodal 

text and print-based monomodal text, specifically how 
learners decode word meanings and memorize details 
at the microstructural level and construct coherent men-
tal representations at the macrostructural level. 

The role of multimodality in SLA has been em-
phasized by advocates of multimedia learning (Rost, 
2002), since multimodality provides learners with mul-
tisensory information in diverse semiotic codes (Legros 
and Crinon, 2002). In the past decade, two-dimensional 
(2D) visuals such as pictures and videos have been ex-
plored extensively in providing multimodal input (Lo-
renz, 2009; Lan and Sie, 2010). The advent of sophisti-
cated virtual reality (VR) technology extends the scope 
of 2D multimodal input to a three-dimensional (3D) 
level and engages learners with auditory, visual and tac-
tile multimodal input. Understanding how the af-
fordances provided by VR technology affect language 
learning and how individuals learn with the assistance 
of VR is not well understood. This research is expected 
to take forward the field by providing a pedagogical ra-
tionale that understands how students interact with VR-
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assisted multimodal text and thereby improving read-
ing performance. 

This study applied VR technology to examine one 
facet of SLA: reading, particularly the expository read-
ing that situates readers in a content and language inte-
grated learning (CLIL) context. For some students, 
reading expository text can be an arduous and occa-
sionally frustrating experience (Lightbown & Spada, 
2013). One of the underlying reasons for the current 
study was to examine one potential avenue that could 
make the reading process more enjoyable, effective and 
efficient. 

This study looked at the role of working memory 
to evaluate whether multimodal input facilitates learn-
ers’ reading comprehension by exerting modality effect 
within limited capacity or hinders learners’ comprehen-
sion by imposing redundancy effect exceeding memory 
capacity. Thus, the cognitive load approach was also 
adopted (Paas et al., 2003) to compare learners’ cogni-
tive load in three input contexts and explore their per-
ceptions of multimodal input to capture a full picture of 
how multimodal text affects EFL learners’ reading de-
velopment. To my knowledge, there has been little at-
tempt to compare the effects of multimodal input and 
monomodal input in the reading aspect of SLA, and this 
study addressed this gap by making comparisons in 
three aspects: (1) reading comprehension at macro-
structural and microstructural levels in different input 
conditions, (2) cognitive load imposed by different 
presentation modes, and (3) learners’ perceptions of the 
multimodal text in the reading treatment. Overall, the 
study aimed to test the efficacy of multimedia, espe-
cially VR technology, in providing multimodal input 
and enhancing Chinese 8th grade EFL students reading 
comprehension, and by doing so, extend existing theo-
ries of multimedia learning and offer valuable insight 
of multimodality in the scholarship of SLA. 

2. Theoretical background 

In general, there are two major strands of theories 
that link SLA with multimedia learning. The first strand 
is based on the established Krashen’s input hypothesis 
in SLA while the second perspective draws on a cogni-
tive framework of multimedia learning. In the field of 
SLA, a substantial amount of empirical studies utilized 
multimedia to optimize linguistic input, while the cog-
nitive theory has triggered more inquiry into learners’ 
inner mechanism. In this study, the two theoretical per-
spectives were brought together to conceptualize a 
framework for multimodal reading assisted by VR 
technology.  

2.1. Input hypothesis in SLA 

Multimedia learning is related to a number of SLA 
theories, one of which is Krashen’s input hypothesis, 
indicating that multimedia tools can be incorporated in 
the process of L2 learning through the combination of 
different modes of input (Wang, 2012). 

According to Krashen (1981, p. 104), “the optimal 

input is slightly above the present level of learners’ 
competence as an ‘i + 1’ model.” However, in 
Krashen’s account, the scope of the ‘i + 1’ input is still 
not clear, and several questions can be raised, such as 
what degree of increase in difficulty is suitable, and 
whether the ‘i + 1’ model is applicable to all EFL learn-
ers with different levels of English proficiency. In the 
context of multimedia learning, input is perceived 
through both auditory and visual channels, and there-
fore both words and images are selected to create men-
tal models of language and content. Pictures are con-
nected to build a pictorial model, and words are con-
nected to build a verbal model. To avoid oversimplifi-
cation, this study moved one step further by utilizing 
VR technology to provide tactile input as ‘i + 1’ on the 
basis of auditory and visual input and examined 
whether it could improve a group of 8th grade Chinese 
EFL learners’ reading comprehension within limited 
memory capacity or exceed their capacities and impede 
learning. Moreover, the acquisition process is not 
clearly illustrated in this hypothesis. Krashen (1982, 
p.21) simply claimed that “a necessary (but not suffi-
cient) condition to move from stage ‘i’ to stage ‘i + 1’ 
is that the acquirer understands the ‘i + 1’ input.” It is 
arguable whether understanding input alone is enough 
for acquisition. Hence, the cognitive account in the 
field of multimedia learning can make up for the defi-
ciency by providing a detailed explanation of cognitive 
process. 

2.2. Cognitive theory of multimedia learning 

Mayer’s (2002) cognitive theory of multimedia 
learning (see Figure 1) is underpinned by three assump-
tions from cognitive science: (1) the dual channels as-
sumption – there are two separate visual and auditory 
channels for processing different types of information; 
(2) the limited capacity assumption – there is limited 
capacity in each channel to process information; and (3) 
the active processing assumption – learning is an active 
process that filters, selects and organizes new infor-
mation and integrates it with prior knowledge. The 
memory system consists of three storage structures: 
sensory memory, working memory and long-term 
memory. Sensory memory acts as a buffer for stimulus 
received from different modes of input, working 
memory is short-term memory for temporary retrieval 
of the processed information, and long-term memory 
keeps large amount of information over a long period 
of time. According to Mayer (2009), working memory 
plays a key role in multimedia learning. Likewise, 
Sweller et al. (2011) argued that the cognitive load im-
posed on working memory should be taken into consid-
eration when designing multimedia learning environ-
ment since the selection, organization and integration 
of information occur in working memory. Therefore, it 
is significant to examine the cognitive load imposed by 
different modes of input and evaluate how it affect 
learners’ reading comprehension. There are three types 
of cognitive load distinguished in the literature: intrin-
sic, extraneous, and germane cognitive load (Brunken 
et al., 2003; Sweller et al., 1998). Intrinsic load is 
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attributed to the inherent difficulty level of learning ma-
terial without being affected by instructional design, 
that is, the consistent level of difficulty of expository 
text in this study; extraneous load refers to the mental 
load caused by the presentation format and instruc-
tional design, and this is the key aspect this study 
looked into since it concerns with input modality; ger-
mane load results from appropriate instructional design 
and helps learners construct and process schemas of in-
put. This study focused on the modality of delivering 
the information and examined whether multimodal in-
put would incur extraneous load and exert the redun-
dancy effect that affects students’ performance nega-
tively or increase the germane load and exert the mo-
dality effect that enhances their learning outcome. 

 
Figure 1. Cognitive theory of multimedia learning 

(Mayer, 2002) 

Critics of this theory often question whether cog-
nition is mediated by something other than words and 
images (Reed, 2010), and this study answered the ques-
tion by incorporating tactile input into the framework. 
With the advent of technologies such as 3D modelling 
and VR platforms, the possibilities of multimedia 
learning expand exponentially. Moreno (2006) ex-
panded Mayer’s framework (2002) to include “media 
such as virtual reality, agent-based, and case-based 
learning environments” (p. 313) by adding manipula-
tive input on the presentation end and constructing tac-
tile sensory memory in the memory system (see Figure 
2). The haptic feature of VR technology allows learners 
to interact with the virtual world and reinforce the in-
formation through the third sensory channel on the 

basis of the dual channels. In this light, VR-assisted 
multimodal input can provide learners with auditory 
narration, visual presentation and tactile interaction and 
promote learners’ active processing through the triple 
memory model in the multimodal learning context. 
However, this model remains vague about how differ-
ent multimodal input enter in working memory and 
construct mental representations by selecting, connect-
ing and organizing information. Therefore, I reconcep-
tualized the framework for the current study by illus-
trating the working memory part clearly and integrate 
it with the input hypothesis in SLA. 

 

Figure 2. Cognitive theory of learning with media 
(Moreno, 2006) 

2.3. Integrated model of cognitive theory of learn-
ing with VR 

The current research combined the aforemen-
tioned theoretical perspectives and conceptualized an 
integrated model of cognitive theory of learning with 
VR. Figure 3 models the detailed learning process in 
the VR-assisted multimodal learning environment, 
which extends the breadth and depth of learners’ expo-
sure to the target text. This model also provides detailed 
explanations of cognitive processing in terms of mental 
representations and constructions. The central concept 
of this theory taps into the input hypothesis in SLA, the 
human cognitive processing system and the cognitive 
load principles in providing three modes of input for 
effective learning without exceeding working memory 
capacity. 

 

Figure 3. Integrated model of cognitive theory of learning with VR 

Based on the integrated model, learners firstly pay 
attention to auditory, visual and tactile input attributed 

to VR affordances, and then process the multimodal in-
formation actively in working memory and mentally 
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organize it into verbal, pictorial and haptic models re-
spectively. Finally, the multimodal text input is inte-
grated with existing knowledge and stored in the long-
term memory. It is hypothesized that engaging in such 
cognitive processes in VR-assisted multimodal learn-
ing environment enables learners to construct “a coher-
ent mental representation that integrates the textual in-
formation and relevant background knowledge” (van 
den Broek, 2010, p. 453) within memory capacity, and 
thereby leading to effective learning. 

3. Literature review 

3.1. Effects of multimodal input on learners’ read-
ing performance 

Some studies confirmed the modality effect of 
multimodal input on learner’ reading performance, and 
most of which focused on visual and auditory input. 
Different types of visual input have been proved to be 
beneficial to learners’ reading comprehension. Son 
(2003) investigated effects of three different types of 
text formats on learners’ comprehension, and the find-
ing showed that computer-based hypertext format 
paved the way for greater comprehension than paper-
based format and computer-based non-hypertext for-
mat texts. According to Pearman and Lefever-Davis 
(2006), CD-ROM storybooks improved school chil-
dren’ overall reading comprehension because students 
could listen to the vivid narration of the story. In addi-
tion, some studies focused on the synergy exerted by 
the combination of visual and verbal input on learning 
outcome. Segers and Hulstijn-Hendrikse (2008) inves-
tigated the effects of dual input on EFL beginners’ cog-
nitive processes in the multimedia learning context, and 
the result indicated that students who utilized oral 
presentation with pictures performed better than their 
counterparts who used written presentation with pic-
tures. Similarly, However, few studies have confirmed 
the facilitative effects of VR technology in assisting L2 
reading. One example is Dev, Doyle, and Valente’s 
study (2002) that adopted Orton-Gillingham technique 
to provide visual, auditory, and kinesthetic multimodal 
input to assist special children’s reading. The findings 
showed that the multimodal approach helped children 
improve their reading abilities out of the special level 
and the gains were maintained after even two years 
(Dev et al., 2002).  

In contrast, some studies were not able to validate 
the facilitative effects of multimedia on learners’ read-
ing performance. According to Rasch & Schnotz 
(2009), research findings were not able to show that 
students learned better from text and pictures than from 
text alone, calling the multimedia principle and the cog-
nitive theory into question. Furthermore, Mangen, 
Walgermo, and Bronnick (2013) compared the effects 
of electronic text reading in PDF and paper text reading 
on tenth graders’ reading comprehension in Norway, 
showing that students who received paper text achieved 
better reading outcome than the electronic group. 

The mixed experimental results regarding the ef-
fects of multimodal input on learners’ reading compre-
hension calls for further examination. It is noted that 
the majority of previous studies was limited in provid-
ing auditory and visual input, and to date there exists a 
paucity of studies examining the use of VR-assisted 
multimodal text in the context of L2 reading and no 
study has focused on Chinese EFL beginners’ exposi-
tory reading comprehension in a CLIL context. There-
fore, this study will address these research gaps by test-
ing the efficacy of VR-assisted multimodal input on 
Chinese 8th grade EFL learners’ macrostructural and 
microstructural reading comprehension 

3.2. Effects of multimodal input on learners’ cog-
nitive load 

Some studies confirmed the modality effect of 
multimedia in lowering learners’ cognitive load and im-
proving their learning outcome. Lin & Yu (2012) car-
ried out an experiment via mobile phones in Taiwan, 
and they divided multimodal input into text mode, text-
audio mode, text-picture mode and text-audio-picture 
mode. The results showed that the text-audio-picture 
mode imposed lower mode than the others, confirming 
that modality effect facilitated language learning. Sim-
ilarly, McClean et al. (2005) argued that animations in 
the lecture allowed students to process information us-
ing the two channels and reduced their cognitive load, 
thereby improving their retention of biological text.  

Conversely, redundancy effects were also found in 
conditions where there were duplicated information, 
logically unrelated instructional material, and complex 
content in the multimedia-assisted learning environ-
ment (Kalyuga, Chandler, & Sweller, 2000; Sweller et 
al., 2011). Kalyuga et al. (1999) found that the use of 
simultaneous duplicated information generated addi-
tional cognitive load while information presented in 
only auditory format rendered performance effective. 
In a similar vein, Liu and Su (2011) found that simula-
tions loaded with multimedia features increased learn-
ers’ cognitive load and learners failed to integrate infor-
mation properly. 

3.3. Learners’ and teachers’ perceptions towards 
multimodal input 

Recently, the qualitative strand of research in mul-
timedia learning has enriched the field by providing ex-
planation or posing challenges to quantitative experi-
mental findings. Along these lines, it is worth mention-
ing that some studies (Ayres, 2002; Heller, 2005; Neo, 
2009; Stepp-Greany, 2002; Wiebe & Kabata, 2010) in-
dicated that learners held positive attitudes towards the 
integration of multimedia with language learning. Neo 
(2009) investigated Malaysian students’ perceptions in 
a multimedia project, showing students’ positive atti-
tudes with respect to their language learning motivation 
and teamwork abilities. Nair (2012) applied VR tech-
nology in an experiment and found that learners held 
positive attitudes towards its usefulness as a learning 
tool. As for teachers’ perceptions, Al-Seghayer (2016) 
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assessed English instructors’ perceptions towards the 
effectiveness of electronic text on learners’ L2 reading 
performance. Results showed that instructors held pos-
itive attitudes towards the electronic text because it im-
proved accessibility, readers’ interaction with the text 
and stimulated learners’ interests in reading. However, 
few studies inquired into both learners and instructors’ 
perceptions of multimodal input, and even few revealed 
negative comments of multimodal learning. Thus, this 
study is of conceptual value of capturing both learners 
and teachers’ positive and negative comments towards 
multimodal input in the context of L2 expository read-
ing in a comprehensive manner. 

To sum up, research so far yielded conflicting 
findings regarding the efficacy of multimodal input on 
learners’ reading comprehension, especially when mul-
timedia tools were directly compared with traditional 
print medium. This points out the need for further in-
vestigation of how multimodal input affects learners’ 
reading comprehension from multiple perspectives. 
The present study distinguished itself from previous 
studies in four aspects. Firstly, multiple studies have in-
vestigated different multimedia tools such as pictures, 
audio and video to facilitate learners’ L2 acquisition, 
while VR technology has not been fully explored in 
language instruction, especially in the expository read-
ing aspect and in Chinese educational setting. Secondly, 
most studies assessed learners’ overall reading perfor-
mance without examining different aspects. This study 
divided reading comprehension into microstructural 
and macrostructural levels and presented a detailed un-
derstanding of multimodal input’s role in assisting 
learners’ two levels of text processing. Thirdly, this 
study was the first attempt to examine the effects of 
VR-assisted multimodal input on learners’ reported 

levels of cognitive load including mental load and men-
tal effort and evaluate the effectiveness of multimodal 
input on L2 reading from the perspective of cognitive 
load. Lastly, this study probed into learners’ and teach-
ers’ subjective cognition through semi-structured inter-
views and learning journals besides objective perfor-
mance to provide an extensive and intensive under-
standing of the efficacy of multimodal input in enhanc-
ing Chinese EFL learners’ reading comprehension. 

3.4. Research questions 

Based on the integrated framework of cognitive 
theory of learning with VR, this study attempted to an-
swer the following questions: 
1. What are effects of input modalities (VR-assisted 

multimodal text, video-assisted multimodal text, 
print-based monomodal text) on Chinese EFL 
learners’ reading performance? 

2. What are effects of input modalities (VR-assisted 
multimodal text, video-assisted multimodal text, 
print-based monomodal text) on Chinese EFL 
learners’ cognitive load?  

3. What are learners and teacher’s perceptions to-
wards multimodal text in assisting reading com-
prehension? 

4. Research Design 

To address the three research questions, this study 
adopted a mixed methods research methodology under 
the guidance of pragmatist paradigm. The mixed meth-
ods research design can be briefly summarized in the 
Table 1 to answer the three research questions.  

Table 1. The integrated mixed methods research design 
 

Focus Data collection Data analysis 
RQ1: the effects of input mo-
dalities on learners’ reading 
performance 

Immediate 
effects 

Overall comprehension Immediate post-test  SPSS: 
MANOVA, 
ANOVA 

Macrostructural comprehension 
Microstructural comprehension 

Delayed 
effects 

Overall comprehension Delayed post-test 
Macrostructural comprehension 
Microstructural comprehension 

RQ2: the effects of input mo-
dalities on learners’ cognitive 
load 

Cognitive 
load  

Overall load Cognitive load scale SPSS:  
One-way ANOVA Mental load 

Mental effort 
RQ3: learners’ and teacher’s 
perceptions about the effi-
cacy of multimodal text 

Learners’ perceptions Focus group interview, 
learning journals 

Coding: Inductive 
and deductive coding 

Teacher’s perception Individual interview 

4.1. Research paradigm 

This study is situated in the pragmatist paradigm 
which “is not committed to any one system of philoso-
phy or reality but focuses on the ‘what’ and ‘how’ of 
the research problem” (Creswell, 2003, p.11). Pragma-
tism allows independent collection of quantitative and 
qualitative data and integration of the two strands at the 
stage of interpretation and inference (Tashakkori & 
Teddlie, 1998). As shown in Figure 4, the study utilized 

concurrent triangulation strategy by collecting quanti-
tative and qualitative data respectively and synthesiz-
ing findings at the interpretation stage. This strategy is 
an optimal approach because it costs less time to collect 
both strands of data in comparison to the sequential 
method.  
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Figure 4. Visual diagram of mixed methods concur-
rent triangulation strategy (Atif et al., 2013) 

This study adopted quasi-experimental research 
design to fully gauge the efficacy of VR-assisted mul-
timodal text input on learners’ reading performance. 
This study tackled the validity issue by selecting three 
classes at similar level of average academic perfor-
mance and language proficiency, since the target school 
has streamed students into three levels (above average, 
average and below average) based on their academic 
performance. It is also noted that the period of treat-
ment was short and students’ performance could be 
atypical and unnatural under experimental condition. 
Thus, the current research also collected a qualitative 
strand of data out of the class setting, which was con-
ducive to providing a comprehensive understanding of 
the effects of multimodal input on Chinese EFL learn-
ers’ reading comprehension. 

4.2. Methods 

4.2.1. Research site and access 
The research site was a middle school located in 

Jiangxi Province, China. The provincial government 
and the Ministry of Industry and Information Technol-
ogy in Nanchang, Jiangxi Province, are trying to take 
the lead in building the city as a world-class VR center 
and provide support for schools to implement the ad-
vanced technology. The research site was the first 
school that has applied VR technology into secondary 
education and built a VR lab for instructional use. 
Moreover, this school has incorporated VR lessons in 
the curriculum to teach biology, geography and history 
classes in the VR lab on a weekly basis, whereas the 
English subject has not been incorporated in VR les-
sons yet. 

4.2.2. Participants and sampling 
The sample in this study was 8th grade Chinese L1-

English L2 learners in the target school. A total of 137 
students in grade 8 participated in the study while six 
students were excluded from the sample because they 
did not finish either immediate post-test or delayed 
post-test. As shown in Table 2, the sample was com-
prised of three classes (N = 131), with 42 students in 
experimental group A, 46 students in experimental 
group B, and 43 students in control group C. In the sam-
ple, males (n = 64) represented a smaller proportion 
than females (n = 73). Participants' ages ranged from 
12 to 15, with a mean of 14 years (SD = .536). Chinese 
was their first language, and 96% of students have 
learned English for more than five years. A total of 62 

(45.3%) participants found reading was the most diffi-
cult aspect of learning English, especially expository 
text due to technical vocabulary and unfamiliar content. 
In terms of multimedia, teachers often use interactive 
whiteboard to present power point or play videos in 
class, and 72.3% of participants evaluated it helpful for 
understanding. There were no significant differences 
found across the three experimental groups with respect 
to gender, age or time of learning English. In addition, 
another important participant is Ms Li, the English 
teacher of the three classes, who has over 12 years of 
teaching experience with a master’s degree in English 
education and previous experience of incorporating 
multimedia tools in English teaching, and she also 
knows how to operate the research apparatus. Ms Li 
followed the whole experiment and shared her own in-
sight in the individual interview. 

Table 2. Participants’ profile 

Category Group A 
(n = 42) 

Group B 
(n = 46) 

Group C 
(n = 43) 

 Freq % Freq % Freq % 
Gender 
Female 
Male 

      
23 54.76 24 52.17 22 51.16 
19 45.24 22 47.83 21 48.84 

Age (years) 
12 
13 
14 
15 

      
0 0 0 0 1 2.33 
16 38.1 21 45.65 17 39.53 
25 59.52 24 52.17 25 58.14 
1 2.38 1 2.17 0 0 

Time of learning  
English (years) 
3-5 
6-8 
9-11 

 
 

     

10 23.81 12 26.09 19 44.19 
31 73.81 31 67.39 22 51.16 
1 2.38 3 6.52 2 4.65 

Difficult aspect 
Listening 
Reading 
Writing 
Speaking 

      
1 2.38 2 4.35 4 9.3 
19 45.24 18 39.13 24 55.81 
15 35.71 10 21.74 9 20.93 
7 16.67 16 34.78 6 13.95 

Usefulness of  
multimedia 

      

Useful 35 83.33 32 69.57 28 65.12 
Not useful 2 4.76 4 8.7 3 6.98 
Not sure 5 11.9 10 21.74 12 27.9 

This study adopted non-probability purposive 
sampling technique due to the low feasibility in draw-
ing a random sample from all 8th grade EFL learners in 
the target school. To address the threat to the research 
validity, three classes at the same level of academic per-
formance were selected and assigned into two experi-
mental groups and one control group. Experimental 
group A read VR-assisted multimodal text with visual, 
auditory and tactile input, experimental group B read 
video-assisted multimodal text with visual and auditory 
input, while the control group C read print-based mon-
omodal text with visual input only. Since the multi-
modal reading sessions were designed to be learner-
centered, Ms Li only led the reading activity with 
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minimal involvement, thereby avoid interfering with 
learners’ reading in the intervention.  

4.2.3. Research apparatus and treatment materi-
als   

The research apparatus used in this study is 
zSpace all-in-one computer. zSpace is an interactive 
hardware and software platform where learners can lis-
ten, watch and feel the multimodal input that cannot be 
achieved in a conventional computer environment. As 
shown in Figure 5, it mainly consists of three compo-
nents: an all-in-one computer with a 24-inch 3D stere-
oscopic display, three pairs of polarized glasses, and a 
laser-based interactive stylus. The screen has built-in 
tracking sensors to trace viewing angles of readers, and 
it is installed on a stand which tilts it up around 30° for 
learners to observe. The stylus pen possesses three but-
tons, one for learners to select the objects shown on the 
screen, and the other two for learners to zoom in and 
out to observe the 3D model in a full view. The three 
components can be activated simultaneously to situate 
readers in an immersive and interactive learning envi-
ronment. This study used all-in-one VR computer ra-
ther than common VR headsets because it allowed stu-
dents to interact with peers and teachers in the class-
room setting rather than completely absorb themselves 
in the virtual world. 

 

Figure 5. Major components of the zSpace platform 

zSpace integrates visual, auditory and tactile ele-
ments and offers learners multimodal input. I want to 
use one reading topic ‘water’s journey’ to demonstrate 
how zSpace was applied in practice. For experimental 
group A, the VR-assisted multimodal text was com-
posed of visual input which showed 3D animation of 
the water cycle and content-related pictures along with 
words, auditory input which narrated the digital content 
on the screen with acoustic effects like raindrop and 
water boiling, and haptic input which allowed learners 
to feel the water flow as if learners were experiencing 
it out of the device. For experimental group B, the 
video-assisted multimodal text was made up of visual 
and auditory input without haptic feedback. Partici-
pants watched the video clips that showed the same tex-
tual information of the reading topic with English sub-
titles as digital text and the cartoon character’s narra-
tion and sound effects as auditory input in a classroom 

equipped with projector and computer. Students in the 
control group C only received the visual input of print-
based text. A glossary of new words was given in all 
three groups. 

The reading materials used in the treatment were 
extracted from past test papers in senior high school en-
trance examination. The justification for choosing these 
texts is twofold. Firstly, the past exam papers are 
widely used in 9th grade as sample test, and students in 
8th grade generally do not have access to them, which 
ensure that participants are at the same baseline without 
prior knowledge of reading tasks. Although some read-
ing texts may be demanding for 8th grade students, the 
Chinese annotation of new words in the text was given 
to lower the level of difficulty in accordance with stu-
dents’ level of competence. Secondly, passages used in 
the authoritative examination were carefully selected 
and reviewed by experienced English teachers and the 
Ministry of Education. Thus, the validity of using these 
tasks to assess learners’ reading comprehension was 
promised. The selection of treatment materials also 
took the availability of the same content in both VR and 
video platforms into consideration. As a result, I pre-
pared six expository texts in English of comparable 
length (200-250 words), general science topics (e.g. 
water’s journey, butterfly’s lifecycle, frog’s lifecycle) 
and similar structure with four to five graphs, the last 
one being a summary of the main idea. Two of these 
texts were used in the pre-test, two in the immediate 
post-test and two in the delayed post-test. 

4.2.4. Data collection 
The study mainly used reading tests to obtain the 

objective knowledge of learners’ reading performance. 
The reading test was formatted in multiple-choice ques-
tions and blank-filling questions to evaluate learners’ 
reading performance in an objective manner and mini-
mize the potential threat of subjective grading to the re-
search validity. In each reading task, there were five 
questions in total, with three questions testing micro-
structural understanding and two examining macro-
structural understanding. Microstructural understand-
ing was captured by readers’ ability to answer questions 
based on explicitly stated details in the text correctly 
(e.g. the correct explanation of butterfly’s metamorpho-
sis), whereas macrostructural understanding was as-
sessed by questions on text summary and implications 
(e.g. the possible effect if water is contaminated in the 
transmission stage).  

Students had to complete reading tests three times 
as pre-test, immediate post-test and delayed post-test 
respectively. Prior to the intervention, students com-
pleted a pre-test including two paper-based expository 
texts in the intervention and a total of ten questions, and 
the average score of each component formed the base-
line data of participants’ expository reading ability at 
macrostructural and microstructural levels. In addition, 
the pre-test assessed learners’ prior knowledge of read-
ing materials, and the variable of prior knowledge was 
controlled by removing learners who had sufficient do-
main-specific knowledge before the intervention. After 
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receiving different modes of input in the intervention, 
participants were required to complete the immediate 
reading test. The average score of two post-tests after 
reading sessions was regarded as the immediate post-
test result. The delayed post-test was administered two 
weeks after the intervention and students had to finish 
the test without the aid of multimodal text. The delayed 
post-test scores reflected learners’ retention of textual 
information, and were compared with pre-test and im-
mediate post-test scores to examine the long-term ef-
fects of the multimodal reading treatment. All marking 
was completed without group membership by English 
teachers with no prior knowledge about the experiment 
to avoid any bias towards one group or the other. 

This study utilized the survey instrument in two 
ways. Firstly, prior to the treatment, a demographic 
questionnaire (see Appendix 1) was administered to get 
a snapshot of participants’ background information and 
allow me to have a general understanding of the sample. 
The participants’ profile showed that there was no sig-
nificant difference among three groups with respects to 
age, gender, time of learning English and attitudes to-
wards multimedia learning. Secondly, participants were 
required to complete a cognitive load questionnaire af-
ter each reading session to report their invested mental 
load and effort in reading the expository text. This cog-
nitive load scale has been widely used in literature and 
this study adapted the scale from the measures of Paas 
(1992) and Sweller, van Merriënboer, and Paas (1998) 
and Hwang, Yang, and Wang (2013). This question-
naire consisted of eight items in mental effort and men-
tal load dimensions with a five-point Likert rating scale 
(see Appendix 2). The Cronbach’s alpha was applied to 
ensure the satisfactory reliability of this instrument. 
The result of cognitive load ratings was evaluated on a 
group basis and compared under three input conditions 
to examine the interrelation between input modality 
and cognitive load. 

This study investigated learners’ perceptions to-
wards the efficacy of multimodal input through collect-
ing learning journals extensively. Learning journal is 
one common approach of collecting data in qualitative 
research (Janesick, 1999) and considered as an effec-
tive way to obtain learners’ perceptions (Cohen, Man-
ion, & Morrison, 2007). In this study, participants were 
asked to write a learning journal after each session to 
provide narrative accounts of their perceptions towards 
multimodal text as part of their learning experience. 
The journal topics were based on the coding scheme re-
garding perceptions of different modes of input and 
overall reading experiences with multimodal text. The 
purpose of the journals was to gain a contextual under-
standing of the participants’ experiences in reading ex-
pository texts with multimodal input. Additionally, the 
collection of every participant’s journal entry widened 
the amount of qualitative data besides in-depth inter-
view, and it gave students who preferred to writing ra-
ther than talking an alternative way of sharing their 
thoughts and attitudes of multimodal input in the read-
ing intervention. 

This study approached teacher and learners’ 

perceptions by conducting focus-group interviews and 
individual interview. This study utilized focus group in-
terview method to bring group of 6-8 people together 
to discuss a shared experience (Creswell, 2003). In the 
current research, the focus group interview was con-
ducted with six students from experimental groups in a 
semi-structured way. Each group interview lasted for 
around 20 minutes and all interviews were audio-rec-
orded and transcribed for analysis with interviewees’ 
permissions. In addition, I had an individual interview 
with Ms Li after the treatment and explored how the 
experienced English teacher perceive the effects of 
multimodal text on students’ L2 reading comprehen-
sion. Thus, both insider and outsider perspectives to-
wards the efficacy were gained from conducting inter-
views in depth. The interview questions (see Appendix 
3) have been checked by two English teachers and ap-
plied in the pilot study to ensure the reliability of the 
instrument. Interviews were conducted in participants’ 
L1 Chinese according to their own preferences so that 
interviewees could share opinions at ease and the relia-
bility of qualitative findings could be strengthened. 

Throughout the data collection process, all partic-
ipants remained anonymous. The data collected by the 
three instruments were triangulated to test the efficacy 
of multimodal input on Chinese 8th grade EFL learners’ 
reading comprehension.  

4.2.5. Research procedure 
The entire research procedure can be largely di-

vided into three stages: pre-intervention, reading inter-
vention and post-intervention. In the first phase, I intro-
duced the empirical study to participants and obtained 
their consent to participate in this study by signing the 
consent form (see Appendix 4). In addition, there were 
orientations to familiarize experimental groups with 
treatment procedures and the use of research apparatus. 
Baseline data and background information were ob-
tained by having three groups of students finish the pre-
test and the demographic questionnaire. 

One week prior to the intervention, I conducted a 
pilot study to test the reliability of data collection in-
struments. Five students from each group were invited 
to participate in the pilot study and contributed valuable 
suggestions. Based on their feedback and suggestions, 
I made three major alterations to the original plan. 
Firstly, three texts were selected for the intervention, 
while pilot participants found one of them were too dif-
ficult to understand even with the help of multimedia. 
Therefore, this text was deleted and three sessions were 
modified into two sessions. Secondly, half of the pilot 
participants found some new words without annota-
tions that may affect their understanding. Thus, after 
checking with the teacher, new words in the text were 
annotated in Chinese and a word list was given in the 
intervention. Thirdly, participants in the experimental 
group A complained about the text on the screen was 
too small to read and focus on. Since it was a technical 
problem and there was no way to expand the text box, 
this problem was solved by giving paper text in all 
groups. 
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In the second phase, the reading intervention be-
gan in the target school. The treatment was offered in 
two reading sessions within two weeks. As for the treat-
ment procedure (see Figure 6), it was mainly divided 
into pre-reading, reading and post-reading. Prior to 
reading, the teacher introduced the reading task and 
topic for 5 minutes, and students were given 25 minutes 
to read text and finish a collaborative reading task 
based on the given materials. During reading sessions, 
the teacher took the facilitative role to observe learners’ 

reading and address their doubts in need. Afterwards, 
the teacher gave corrective feedback of the collabora-
tive task, which helped strengthen students’ memoriza-
tion of the text. The reading session utilized collabora-
tive reading task because of the limited number of re-
search apparatus in the lab, and three students had to 
share one zSpace computer as a group. The same in-
structional design was applied to group B and group C 
to ensure the consistency of treatment. 

 
Figure 6. Procedure of the reading treatment 

In the third stage, all materials were collected back 
and the immediate post-test was administered. After 
finishing the test, students had to complete the cogni-
tive load questionnaire. After each session, students 
were asked to write a learning journal based on the 
reading experience. Six students in the two experi-
mental groups were invited on a voluntary basis to par-
ticipate in a semi-structured interview on the same day, 
during which they were encouraged to describe their 

multimodal reading experience, reflect on the useful-
ness of multimodal text in comparison to their usual 
reading practice, and how they applied received multi-
modal input to answer test questions. Two weeks later, 
a delayed post-test was administered again among three 
groups to evaluate the retention effect of multimodal 
input. Table 3 presented a summary of the data collec-
tion procedure. 

Table 3. Timeframe of data collection procedure 

Time Stage of plan Activities Data set 
Week 1 Pre-intervention Introduction of the study and research 

apparatus; informed consent form; de-
mographic questionnaire; pilot study 

Questionnaires; fieldnotes 

Pre-test to assess prior knowledge Pre-test scores 
Week 2 Intervention Session 1; learning journal; cognitive 

load questionnaire; 
Post-test scores; question-
naires; journal entries 

Week 3 Intervention Session 2; learning journal; cognitive 
load questionnaire; 

Post-test scores; question-
naires; journal entries 

Post-intervention Semi-structured interviews Interview recordings 
Week 5 Post-intervention Delayed post-test Delayed post-test scores 

4.3. Reliability and validity 

Since reliability and validity are of paramount im-
portance to research findings, the current research 

invested efforts to address the potential threats of both 
quantitative and qualitative approaches to reliability 
and validity respectively. 

Reliability refers to consistency and replicability 



 

 
47 

of research findings over time (Nunan, 1992). For the 
quantitative strand of data, the reliability is concerned 
with the instruments to measure the effects of multi-
modal input, such as reading tests and cognitive load 
questionnaire. As for reading tests, the reading passages 
and questions utilized in the treatment have been se-
lected from authoritative test papers and checked by 
two English teachers to ensure that questions in each 
reading test could identify macrostructural and micro-
structural reading comprehension. Moreover, the test-
retest reliability of the cognitive load scale has been en-
sured by the Cronbach’s alpha value (α = .87), indicat-
ing satisfactory reliability of items. The implementa-
tion of pilot study also reinforced the reliability of read-
ing tests and cognitive load scale by making modifica-
tions in tandem with learners’ English proficiency.  

For the qualitative strand, several approaches have 
been applied to rule out potential threats of reliability. 
Firstly, as for the interview instrument, I prepared 
open-ended questions to elicit learners’ recall of the 
multimodal reading experience and avoided giving per-
sonal opinions in case that participants would change 
opinions due to others’ responses in a group interview 
(Creswell, 2006). In addition, participants were given 
the right to choose spoken language freely, and all of 
them chose to use L1 Chinese so that they could share 
opinions at ease without worrying making grammatical 
mistakes. In this regard, in-depth and faithful infor-
mation can be obtained (Bauer, 2000). In terms of jour-
nal entries, three leading questions were provided to 
help learners reflect the multimodal experience and 
clarify individual cognition (Moon, 1999). The journal 
entries were not assessed or rated based on a writing 
rubric but regarded as an approach to understand all 
participants’ perceptions towards the efficacy of multi-
modal input, which were quantified to generate a cod-
ing pattern at the interpretation stage. Peer examination 
of the categorical matrix was adopted to enhance its re-
liability. Thus, the reliability of both quantitative and 
qualitative data collection and analysis was promised. 

Validity means “how appropriately and precisely 
an operationalization matches a construct’s theoretical 
definition” (Mackey & Gass, 2011, p. 204). This study 
has invested efforts to constitute its internal and exter-
nal validity. To establish internal validity, the soundness 
of research design and measuring instruments holds 
great importance. The potential threat generated by the 
lack of random sampling in the quasi-experimental re-
search design was addressed by careful selection of 
three classes from similar average academic back-
ground. It is noted that the test-based assessment in 
multiple-choice format might be criticized because it 
stands at the behaviorist side to use relatively simple 
approach to measure learning outcome and cannot cap-
ture learners’ high-order thinking (Blikstein and Wors-
ley, 2016). However, it is extensively used in educa-
tional research due to the high level of objectivity, and 
the validity of test-based assessment can be strength-
ened by triangulating data from questionnaires, learn-
ing journals and interviews. As for the interview instru-
ment, interviewees’ verification and feedback were 

gained to ensure respondent validation.  
External validity stresses on the generalizability 

and applicability of research findings to a wider popu-
lation and learning contexts (Nunan, 1992). The ran-
dom sampling is the key to generalizing findings to a 
wider population. However, it is not practical to select 
the target sample from different schools all around 
China. Thus, I selected three classes with the average 
academic performance and language proficiency in 
Grade 8 of the target school, because they shared simi-
lar characteristics with a wider population of Chinese 
EFL beginners. Although this study focused on the ef-
ficacy of multimodal input on the reading aspect of 
SLA, the research findings and the expanded concep-
tual framework can shed light on more multimodal 
learning scenarios so that the generalizability of find-
ings could be achieved. 

4.4. Ethical considerations 

The empirical study strictly followed the Ethical 
Guidelines for Educational Research (BERA, 2018) 
throughout the entire research process, from designing 
research to conducting fieldwork to reporting findings. 

5. Data Analysis 

5.1. Quantitative data analysis and statistical re-
sults 

The quantitative datasets, including demographic 
questionnaires, three test scores, cognitive load ratings 
were entered in Statistical Package for Social Sciences 
(SPSS) version 24.0 to derive descriptive and inferen-
tial statistics. The numerical data was analyzed on 
group basis to capture the overall pattern rather than in-
dividual performance. This study set the level of signif-
icance at .05 as the criterion for statistical significance 
since an alpha level of less than .05 is regarded as sta-
tistically significant in most educational research.  

5.1.1. Effects of different input modalities on 
learners’ reading performance 

A 3×3 repeated measures MANOVA was con-
ducted to determine the effect of three input modalities 
(VR-assisted multimodal text, video-assisted multi-
modal text, print-based monomodal text) on learners’ 
reading comprehension performance that has been di-
vided into overall comprehension, macrostructural 
comprehension and microstructural comprehension at 
three times of testing. There were two independent var-
iables, one is time of assessment as within-subject var-
iable and the other is input modality as between-sub-
jects variable. The pre-test score was utilized as the co-
variate for excluding any interference from learners’ 
prior knowledge. Before performing statistical tests, as-
sumptions including homogeneity of variance, spheric-
ity and normality have been validated. The justification 
for using MANOVA was twofold. Firstly, the different 
levels of reading comprehension act as multiple contin-
uous dependent variables, and using MANOVA instead 
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of a series of one-at-a-time ANOVAs can reduce the ex-
periment-wise level of Type I error without rejecting 
true but weak null hypothesis. Additionally, MANOVA 
can also test if the relationship among the independent 
variables change over the intervention, and reveal dif-
ferences not discovered by ANOVA tests.  

Table 4 shows the relevant descriptive statistics, 
including number of participants per group (N), reading 
test mean scores (M) and standard deviation (SD). 
There were few differences in learners’ pre-test scores, 
showing that students were at the same baseline level 
of expository reading ability. In the immediate post-test, 
participants in the VR group scored the highest on the 
overall (M = 3.1190, SD = .99271), macrostructural (M 
= 1.3810, SD = .66083) and microstructural reading 
comprehension (M = 1.7381, SD = .58683). In the de-
layed post-test, participants who read VR-assisted mul-
timodal text also performed best on the overall (M = 
2.7857, SD = .81258), macrostructural (M = 1.1.429, 
SD = .41739) and microstructural reading comprehen-
sion (M = 1.6429, SD = .72655). Participants who re-
ceived the monomodal print-based text got the lowest 
scores in both immediate post-test and delayed post-test. 

Table 4. Descriptive statistics for reading test score 
means and standard deviations 

 Pre-test Total Post-test 1 Total Post-test 2 Total 
 M SD M SD M SD 
VR (n = 42) 1.9286 .99738 3.1190 .99271 2.7857 .81258 
Video (n = 46) 1.9130 1.13188 2.8043 .98024 2.5870 .95629 
Paper (n = 43) 1.9302 1.00937 2.4186 1.17984 2.3488 1.34313 
Total (N = 131) 1.9237 1.04232 2.7786 1.08337 2.5725 1.06721 
 Pre-test Macro Post-test 1 Macro Post-test 2 Macro 
 M SD M SD M SD 
VR (n = 42) .7619 .61721 1.3810 .66083 1.1429 .41739 
Video (n = 46) .8696 .68666 1.3043 .46522 1.0652 .87945 
Paper (n = 43) .7442 .65803 1.0000 .61721 .9070 .78115 
Total (N = 131) .7939 .65301 1.2290 .60211 1.0382 .72753 
 Pre-test Micro Post-test 1 Micro Post-test 2 Micro 
 M SD M SD M SD 
VR (n = 42) 1.1667 .72974 1.7381 .58683 1.6429 .72655 
Video (n = 46) 1.0435 .66522 1.5000 .80966 1.5217 .78143 
Paper (n = 43) 1.1860 .58781 1.4186 .90587 1.4419 .79589 
Total (N = 131) 1.1298 .66097 1.5496 .78656 1.5344 .76759 

Figure 7, 8 and 9 display visual representations of 
how three levels of reading mean scores changed over 
time for each group. The comparison showed that all 
groups scored higher in the immediate post-test than 
pre-test, suggesting that the treatment improved stu-
dents’ reading performance in all conditions. It is noted 
that experimental group A with assistance of VR 
achieved higher scores at three levels of reading com-
prehension in both post-tests than other two groups. 
Despite a slight decrease, the effect was maintained by 
three groups at the time of the delayed post-test two 
weeks later. 

 
Figure 7. Changes in total reading test scores over 

time 

 
Figure 8. Changes in macrostructural reading test 

scores over time 

 

Figure 9. Changes in microstructural reading test 
scores over time 

The results of the MANOVA revealed that the 
main effect of time within subjects was significant, F 
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(4, 125) = 15.407, p < .01, Wilk's Λ = .670, partial η2 
= .330. The main effect of input modality between sub-
jects was significant, F (4, 254) = 2.738, p = .029 < .05, 
Wilk's Λ = .919, partial η2 = .041. However, there was 
no statistically significant interaction effect of time × 
modality, F (8, 250) = .833, p = .575 ＞ .05, Wilk's Λ 
= .949, partial η2 = .026. One-way ANOVAs were com-
puted to further examine the main effect of modality on 
short-term and long-term reading performance at over-
all, macrostructural and microstructural levels between 
groups.  

Tukey’s post hoc pairwise comparisons were used 
to identify the significant differences between groups. 
The results showed that at the time of immediate test, 
the difference existed between experimental groups and 
control group, while there was no significant delayed 
effect of input modality on learners’ reading compre-
hension. In terms of overall reading comprehension, 
there was significant difference of total reading test 
score between VR group and paper group, p = .024 
< .05. As for macrostructural reading comprehension, 
there were significant differences between VR group 
and paper group, p = .033 < .05, and between video 
group and paper group, p = .047 < .05. In terms of mi-
crostructural reading comprehension, no statistically 
significant difference was found. 

To answer the first research question, the results 
indicated that different input modalities had immediate 
effect on overall reading comprehension between group 
A (VR-assisted multimodal text) and group C (print-
based monomodal text). Moreover, different input mo-
dalities had immediate effect on macrostructural read-
ing comprehension between multimodal text group and 
monomodal text group. Different input modalities 
didn’t have differential immediate effects on learners’ 
microstructural reading comprehension. In addition, 
there was no significant delayed effect of input modal-
ity on any aspect of reading comprehension. 

5.1.2. Effects of different input modalities on 
learners’ cognitive load 

To answer the second research question, cognitive 
load scale was used to assess learners’ mental load and 
mental effort after each session. This study employed 
Cronbach α to test internal consistency of the cognitive 
load scale, and the value (α = .87) exceeded .80, 
demonstrating satisfactory reliability of the items. One-
way ANOVA was performed to compare learners’ cog-
nitive load ratings under three input conditions and ex-
amine the effects of multimodal input on learners’ men-
tal load and mental effort. 

As shown in Table 5, the means and standard de-
viations of the cognitive load ratings were 2.5274 
and .57995 for experimental group A with VR-assisted 
multimodal text, 2.5671 and .62256 for experimental 
group B with video-assisted multimodal text, 2.5843 
and .72154 for control group C with paper text. There 
were slight differences of students’ cognitive ratings 
between groups, among which the control group using 
paper text had the highest mean of cognitive load rat-
ings. The study further compared two components of 

cognitive load: mental load and mental effort. For the 
mental load dimension, the means and standard devia-
tions were 2.1280 and .78287 for the experimental 
group A, 2.2195 and .69865 for the experimental group 
B, 2.1570 and .87970 for the control group C. This in-
dicated that video-assisted multimodal text imposed 
highest amount of mental load on learners than other 
groups. As for the mental effort dimension, the means 
and standard deviations were 2.9268 and .68293 for the 
experimental group A, 2.9146 and .64374 for the exper-
imental group B, and 3.0116 and .72159 for the control 
group C. Hence, the control group allocated most cog-
nitive capacities in reading the paper text compared 
with experimental groups.  

Table 5. Descriptive statistics for mean scores and 
standard deviations of cognitive load ratings 

 Cognitive load Mental load Mental effort 
 M SD M SD M SD 

VR (n = 42) 2.5274 .57995 2.1280 .78287 2.9268 .68293 
Video (n = 46) 2.5671 .62256 2.2195 .69865 2.9146 .64374 
Paper (n = 43) 2.5843 .72154 2.1570 .87970 3.0116 .72159 
Total (N = 131) 2.5600 .64065 2.1680 .78659 2.9520 .68000 

The result of one-way ANOVA shown in Table 6 
indicated that there were no statistically significant ef-
fects of different input modalities on overall cognitive 
load, mental load and mental effort (p = .918 > .05; p 
= .867 > .05; p = .777 > .05). It means that participants 
in three groups had similar levels of cognitive load after 
the treatment and multimodal text didn’t increase ger-
mane load or decrease extraneous load compared with 
monomodal text input. 

Table 6. One-way ANOVA on cognitive load ratings 
  

Sum of 
Squares 

df Mean 
Square 

F Sig. 

Cognitive load Between Groups 0.071 2 0.035 0.085 0.918  
Within Groups 50.823 122 0.417 

  
 

Total 50.894 124 
   

Mental load Between Groups 0.179 2 0.09 0.143 0.867  
Within Groups 76.543 122 0.627 

  
 

Total 76.722 124 
   

Mental effort Between Groups 0.236 2 0.118 0.252 0.777  
Within Groups 57.101 122 0.468 

  
 

Total 57.337 124 
   

To sum up, the quantitative finding indicated that 
VR-assisted multimodal text group achieved better 
overall reading performance than the other two groups, 
and multimodal text group attained better macrostruc-
tural reading comprehension than monomodal text 
group in the short term, though no statistically signifi-
cant relationship between input modality and cognitive 
load was found. This suggested that VR-assisted multi-
modal text played an important role in fostering L2 
learners’ overall and macrostructural comprehension 
ability in the short term without incurring extraneous 
cognitive load. 

5.2. Qualitative data analysis and interpretations 

As for qualitative data, content analysis (Garrison, 
2006) was performed to probe into participants’ reading 
experience and perceptions by drawing on the 
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conceptual framework. This current research utilized 
content analysis because it combines both quantitative 
(Krippendorff, 2004) and qualitative approaches (Berg, 
2001) in alignment with the pragmatist paradigm, and 
it can be used in an inductive or a deductive way. An-
other reason for performing content analysis is that it is 
a particularly useful approach when classifying, sum-
marizing, quantifying and tabulating qualitative data 
prior to detail explanations. This study used a hybrid 
process of inductive and deductive approaches to ana-
lyze qualitative data, which incorporated both the data-
driven inductive approach (Boyatzis, 1998) and the 
framework-informed deductive approach (Crabtree and 
Miller, 1999). In this study, the qualitative data analysis 
was twofold. I used the inductive approach firstly to 
generate data-driven codes and then I applied deductive 
approach to generate theory-driven codes, and the two 
strands of codes were aligned in a systematic way to 
illustrate learners and teacher’s perceptions towards 
multimodal input. The further analysis began with 
quantification of qualitative data by using frequency 
and percentage to show the magnitude of the individual 
phenomena (Berg, 2001; Morgan, 1993) and reflect the 
overall tendency, then each coding category would be 
enriched by in-depth narration. 

Following this methodology, I initially familiar-
ized myself with the qualitative data that was extracted 
from the written feedback and narrative accounts 
through reflective journals and interviews. The tran-
scription of all interview data was done by a voice-
recognition software first and then I checked it to see 
whether all the information was transcribed accurately 
by listening to the recording again. Afterwards, I trans-
lated the transcripts of interview from Chinese to Eng-
lish. I read through the translated data and obtained a 
general understanding of the whole pattern. The text 
segments that answered leading questions clearly were 
highlighted and coded into positive and negative 

comments, and similar comments were further catego-
rized into certain aspect of multimodal input that as-
sisted learners’ reading or impeded their reading. Then, 
in the categorization process, I drew on the conceptual 
framework to aggregate codes with similar meanings to 
develop a categorical matrix. The categorical matrix 
was built on the multimodal input assisted by VR tech-
nology in three sensory modalities: graphic and anima-
tion (visual), narration and sound effects (auditory), in-
teractivity and manipulative (tactile). After the units of 
analysis have been identified, I re-read the original text 
especially the unmarked text to make sure text seg-
ments related to the categorized matrix has been cov-
ered (Burnard, 1991). Finally, I summarized the fre-
quency and percentage of participants’ comments and 
presented them in tables for comparison. Participants’ 
perceptions of VR-assisted multimodal text and video-
assisted multimodal text were discussed separately to 
provide a holistic understanding of multimodal text uti-
lized in this study. 

5.2.1. Learners and teacher’s perceptions of VR-
assisted multimodal text 

The analysis of reflective journals and semi-struc-
tured interviews showed that the participants’ percep-
tions towards VR-assisted multimodal text were mostly 
positive, particularly in terms of visual input and tactile 
input. Nevertheless, some participants also stated some 
negative comments towards the multimodal reading ex-
perience regarding the time management, complexity 
of information and the lack of equipment for reading 
the multimodal text effectively. Table 7 summarizes the 
categorical matrix of learners’ perceptions about VR-
assisted multimodal text. Affordances mean what are 
made possible by the used multimedia while constraints 
refer to the negative aspects of the multimedia tool that 
may affect learners’ reading comprehension. 

Table 7. Categorical matrix of perceptions about VR-assisted multimodal text 

 Affordances % Example Constraints % Example 

Auditory 
input 

Narration 21 I enjoyed listening while reading, 
because it sounded like a teacher 
talking to me. 

Time cost 12 I think it was a little bit waste of 
time to listen to the text while read-
ing the text at the same time. 

Sound effect 17 I like the sound    of raining and 
water flowing, because it gave me 
a real feeling. 

Speed  5 The audio recording talked too 
fast, so I could not follow. 

Visual 
input 

Animation 50 VR displayed the animated content 
vividly, and gives us a sense of im-
mersion. 

Complexity 26 The visual content was complex, 
and it was difficult to find all the 
details. 

Graphic 43 Some pictures presented the cycle 
clearly and we can observe things 
intuitively without imagining it in 
our mind. 

Health concern 
 

14 It hurt my eyes and made me feel 
dizzy when reading for long time. 

Tactile 
input 

Interactivity 45 I can interact with objects in three 
dimensions to learn more, such as 
how the chrysalis looks like. 

Distraction 17 We may focus on playing with 3D 
models rather than reading the text. 

Manipulative 31 It gave me a feeling of control, so I 
can learn at my own pace. 

Limited opera-
tors 

7 I was not the operator, so I didn’t 
feel the interaction with butterfly. 

In terms of auditory input, more than one fifth of 
students found that narration and sound effects aided 

their reading comprehension. In the VR-assisted read-
ing treatment, students could hear the recording of the 
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text to learn pronunciation of target words and had the 
opportunity of reading with the recording. This made it 
easier for students to connect the sound with the word 
and remember it when completing the immediate post-
test. The sound effects such as the sound of water flow-
ing to the river and caterpillar eating leaves gave learn-
ers a vivid feeling of presence. However, some students 
commented negatively towards the time cost and fast 
speed of audio recording, which represented areas for 
improvement of VR-assisted multimodal reading sce-
nario. One student shared her opinion regarding the au-
ditory input in the focus group interview: 

Sara: The sound effects of the reading materials 
are vivid and attractive, but I don’t think it’s necessary 
for our reading because it takes long time to listen to 
the recording. Also, my classmate wants to hear some 
paragraphs twice but I think once is enough since it’s a 
reading task not a listening task. It will be more efficient 
and effective if every student is given a pair of ear-
phones and they can listen to whatever they want many 
times. 

When asked what they liked the most about the 
VR-assisted multimodal text, half of the participants re-
sponded that they found the animation of the text con-
tent most interesting, such as the growth of butterfly 
from caterpillar to chrysalis. This sensory stimulation 
engaged learners in watching the animation and reading 
the text. In addition, graphics provided static diagrams 
to facilitate students’ overall understanding of the ex-
pository text. In other words, visual cues provided par-
ticipants quick information that can be directly per-
ceived through watching the screen, unlike many non-
visual cues such as sound effects of target objects which 
needs to be learned from students’ prior knowledge and 
other information sources. One participant expressed 
her affection towards visual input as follows: 

Anne: My favorite thing about the VR reading 
task is the animation that displays the growth of butter-
fly vividly, and I don’t have to imagine it in my mind 
because watching the animation is sufficient for me to 
identify different stages of the butterfly’s lifecycle. It is 
said that one image is worth more than a thousand 
words. However, after the VR-assisted reading session, 
I think one animation is worth more than a thousand 
images, because animation is like a thousand pictures 
displayed at high speed in a series. 

Nevertheless, some participants complained about 
its complexity, which may be explained by the richness 
of the visual input imposed relatively high level of 
mental load on learners. In addition, around a quarter 
of students mentioned the motion sickness and eyes 
sore they had experienced in the reading process:  

Eric: I feel uncomfortable when wearing the 
glasses and watching 3D objects for more than fifteen 
minutes, because it makes me feel dizzy and hurts my 
eyes. I have to take off the glasses and stop reading the 
text from time to time. I think it has negative influence 
on my reading test since I could not concentrate on 
reading the text. 

In a similar vein, Ms Li addressed the health con-
cern from the perspective of a recent published educa-
tional policy: 

Ms Li: Recently a new policy has been 

introduced in school to limit students’ exposure to elec-
tronic products, such as mobile phones, computers and 
tablets. The VR apparatus, though not mentioned in the 
policy, is still a kind of computer that may pose detri-
mental effects on learners’ health both physically and 
psychologically. Students may be addicted to it and be-
come short-sighted easily. Therefore, it is not frequently 
used in daily courses and we must be very careful when 
using it in class. 

Tactile input is a unique aspect of VR-assisted 
multimodal text by giving learners’ a sense of touch 
that can be operated by the stylus pen in the air. More 
than one third of participants stated that they found the 
VR-assisted multimodal input helpful because they 
could interact with 3D graphics and control their pace 
of learning. It shows that VR-assisted multimodal input 
can be tailored to individual needs and interests. One 
student shared his related experience in the interview: 

Charles: It’s amazing! I can drag the butterfly 
out of the screen and observe it closely by turning it 
around 360 degrees. You know, in real life, when you get 
close to a butterfly, it will fly immediately and you can’t 
observe it closely. However, I can catch a butterfly from 
the screen by using the stylus pen and it won’t fly away. 
I just feel that I can control everything in the virtual 
world. 

Though many students commented it was a posi-
tive sensory experience, less than one fifth of students 
were not fully satisfied with it due to distraction and 
shortage of equipment. Some students admitted that 
they spent most time playing with the apparatus rather 
than reading the text. Ms Li, in the individual interview, 
also mentioned this constraint according to her obser-
vation in class: 

Ms Li: Due to the high price of the research ap-
paratus, we can only afford limited numbers in the VR 
lab. It is not possible for each student to use one VR 
apparatus, so group work is necessary in the class. I 
noticed that some group members, if not sit in the mid-
dle to operate the apparatus, sometimes engaged in 
other irrelevant activities. It is difficult for a me to su-
pervise 9 groups of students simultaneously, and the ef-
fective implementation of VR-assisted lessons is largely 
depended on their self-discipline. I think tactile input is 
a key feature of VR, but it needs to be utilized more ef-
fectively by students in class. It may take some time be-
cause students currently are more interested in the in-
strument itself than the knowledge presented. 

In summary, participants found reading VR-as-
sisted multimodal text interesting and helpful because 
narration and sound effects from auditory input, anima-
tion and graphics from visual input and interaction and 
manipulation from tactile input facilitated their under-
standing of expository texts. Despite the general posi-
tive attitude of participants, several problems such as 
time cost, fast speed, distraction concerning three 
modes of input were pointed out by some students and 
the teacher, which may help to explain why there was 
no significant effect of VR-assisted multimodal text on 
learners’ retention after two weeks. 

5.2.2. Learners and teacher’s perceptions of 
video-assisted multimodal text 

Compared with VR-assisted multimodal text, 
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video-assisted multimodal text relies on auditory and 
visual stimulus. The same categorical matrix for audi-
tory and visual input has been applied to analyze 

participants’ perceptions about video-assisted multi-
modal text (see Table 8). 

Table 8. Categorical matrix of perceptions about video-assisted multimodal text 

 Affordances % Example Constraints % Example 

Auditory 
input 

Narration 28 I like watching the video because the 
character explained the water cycle 
clearly. 

Time cost 6 Sometimes I want to switch it 
back and listen to one part but it 
took me a lot of time to start it 
again. 

Sound effect 11 The sound of butterfly’s growth was 
very vivid, and it helped me remem-
ber the process. 

Speed  48 The character in the video talked 
too fast, and I could not follow 
and take notes. 

Visual in-
put 

Animation 30 The video showed the water cycle in 
four animated steps, and I can remem-
ber how water changes. 

Complexity 15 The video content was a little 
complicated, and I found it hard 
to understand in English. 

Graphic 4 I like the last scene of the video, be-
cause it summarized all the infor-
mation in the text and helped me an-
swer questions. 

Health con-
cern 
 

0 No comment. 

As for auditory input, a number of participants 
found watching the video interesting because of vivid 
narration and sound effects. There was a cartoon char-
acter who explained each stage of the expository text 
clearly, and students regarded the character as a peer to 
learn from. Background music and sound effects also 
engaged students in reading the multimodal text. How-
ever, nearly half of the students claimed that it talked 
too fast and they could not control the speed of the 
video to slow it down. In addition, it was difficult to 
switch the video back to a certain part and it took long 
time to watch it from the beginning again. Ms Li shared 
her similar opinion towards the video-assisted multi-
modal text as follows: 

Ms Li: I often use video in class as an introduc-
tion, aiming to stimulate students’ interests rather than 
give them a task. Therefore, when students need to an-
swer questions based on the video, they may pay more 
attention to what it talks about and find that they can 
get a general idea but it is too fast for them to write 
down notes in detail. Students like the narrator proba-
bly because it is a popular cartoon character and they 
would be more focused when listening to it than listen-
ing to me. 

Regarding visual input, participants found the col-
orful and animated display shown in the video could be 
a great aid for reading comprehension. The majority of 
information was presented in animation while there 
was a summarized figure at the end of the video. 30% 
of students found the animation helpful because it illus-
trated the whole process of butterfly’s growth and wa-
ter’s journey vividly and coherently. However, 15% of 
students felt overwhelmed because the video contained 
too much information and the subtitle was in English 
rather than Chinese. One student described her confu-
sion in detail: 

Lara: I think the video is interesting and visually 
attractive, but I still find it hard to understand because 
the cartoon character talks in English and the subtitle 
is in English, and it takes me a while to translate it in 
my mind, but when I finally understand one sentence, 
the video has already progressed to next stage. 

Especially I have no prior knowledge of water cycle, so 
I think it is too difficult for me to understand the video. 

In contrast to VR-assisted multimodal text, there 
was no comment of health concern, indicating that 
video is a widely accepted multimedia tool in the class-
room setting and students feel comfortable with it. To 
sum up, the majority of participants found video-as-
sisted multimodal text aided their comprehension be-
cause of cartoon character’s narration, vivid sound ef-
fects, comprehensive animations and graphics, while 
some students reported problems such as time cost, fast 
speed and complex content that need to be tackled 
through careful selection of videos in accordance to 
students’ level of language proficiency.  

To answer the third research question, learners 
mainly held positive attitude towards multimodal input 
in the reading session, and they found the multimodal 
text assisted by VR and video interesting and effective 
in helping them understand the expository text because 
of multimedia aids in different modalities. It is also 
noted that some technical problems constrained stu-
dents from reading effectively and need to be addressed 
in the future implementation of multimodal text reading. 

6. Discussion 

Based on the research findings, this study argued 
that VR-assisted multimodal input facilitated Chinese 
8th grade EFL learners’ overall and macrostructural 
reading comprehension in the short term without incur-
ring extraneous cognitive load. 

6.1. The effects of input modalities on learners’ 
reading comprehension 

The experimental results showed that VR-assisted 
multimodal input significantly improved Chinese 8th 
grade EFL learners’ overall and macrostructural read-
ing comprehension in the short term. This supported 
Jones and Plass’ (2002) assumption that “pictorial 
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information provided in addition to text may help sup-
port macro-level processing in L2 computer-based 
reading activities” (p. 548). The findings of the present 
study corroborated Al-Seghayer’s (2007) research that 
the use of structural devices improved learners’ ability 
to identify main ideas and construct appropriate mental 
representations of an electronic text. The positive effect 
of multimodal input on learners’ macrostructural pro-
cessing was also reported by Abdi (2012), which 
demonstrated that the exposure of electronic texts sup-
ported readers’ macrostructural construction and organ-
ization. Macrostructural comprehension entails two 
levels of processing, one is selecting important textual 
information from individual units (construction), and 
the other is connecting selected information into a co-
herent mental representation (organization). The posi-
tive effects of VR-assisted multimodal input on learn-
ers’ macrostructural comprehension can be explained 
by effective monitoring on the two levels of processing. 
Firstly, the visual support especially the animated fea-
ture of VR-assisted multimodal input was effective in 
introducing thematic units, clarifying complex con-
cepts into simple visual display and providing a holistic 
understanding of discourse organization. Secondly, the 
tactile input of VR-assisted multimodal text made it 
possible for learners to see objects in three dimensions 
and construct coherent representation of each stage in 
the butterfly growth or water cycle in a unified form. 
Thus, participants in the VR-assisted multimodal text 
group were able to identify individual units, recognize 
the interrelations and integrate them into coherent men-
tal model, thereby achieving high level of macrostruc-
tural comprehension.  

As for microstructural comprehension, there were 
no significant differences between multimodal input 
and monomodal input, indicating that participants who 
read the multimodal text presented in audio, visual and 
tactile modes did not remember more words and textual 
details than participants who read paper text. Similar 
findings were also found in Ariew and Ercetin’s (2004) 
research, stating that there was no causal relationship 
between multimedia-assisted annotations and learners’ 
microstructural reading comprehension. This study 
went beyond multimedia-assisted annotations and in-
cluded multimodal presentation of the whole text that 
has not been examined in pervious literature, and the 
result can be explained by the constraints of multimedia 
technology and specific reading context in this study. 
Based on participants’ narrative accounts, complex 
content shown in limited time diverted their attention 
from certain details and affected their memorization of 
textual information, although the detail information in 
the text has been reinforced in different modes of input. 
In addition, the initial ‘wow’ effect brought by VR tech-
nology could be translated into more attention on the 
multimedia itself rather than the reading content and 
language, thereby distracting learners from concentrat-
ing on the details illustrated in the text. It is also noted 
that the study only focused on expository reading in a 
CLIL context. 

It is also worth noticing that there was no 

significant effect of input modality on learners’ reten-
tion of text, which corroborated previous research find-
ings (Brett, 2001; deHaan, 2010; Moreno, 2002) that 
certain foreign language multimedia learning environ-
ment may not affect learners’ language retention in the 
long term. One possible explanation is that students 
were engaged in the multimodal reading session during 
the initial learning phase, while with the diminishing 
‘wow’ effect they are less likely to retrieve newly ac-
quired information to foster long-term learning (Roedi-
ger & Karpicke, 2006). Another possible explanation is 
the lack of incentive for learners to complete the de-
layed post-test given that they already had finished two 
similar print-based tests two weeks ago, and the nega-
tive testing effect may influence their reading perfor-
mance. 

However, the results should be interpreted with 
caution and situated in the specific research context. 
The simple test-based accountability may not be able to 
generate accurate estimates of gains in student perfor-
mance. Although these scores provide useful infor-
mation that contributes to students’ reading growth, 
looking at reading test scores only would silence other 
valuable indicators and bias the evaluation of the mul-
timodal reading intervention. In this study, the reading 
test was formatted in multiple-choice and blank-filling 
questions for the objective grading, while students 
could answer the questions with lucky guess or draw on 
problem-solving strategies to complete the reading test 
without retrieving newly acquired knowledge, and this 
might be partially responsible for the absence of signif-
icant treatment effects on learners’ retention. Moreover, 
standardized exams using limited number of closed 
questions leave little space for learners to display their 
high-order thinking, such as analysis, evaluation and 
creativity. Given the limited scope of expository texts, 
such influence is disproportionate to any intrinsic value 
they may have on educational outcomes. Furthermore, 
the conventional paper-based test used in this study was 
not aligned with the different modalities of text input in 
the treatment. Students who read multimodal text in the 
treatment did not finish the post-test in the same format 
due to technological limitation and complexity of col-
lecting answers digitally. The mismatch between inter-
vention and assessment is likely to affect the research 
findings. In addition, students may have negative feel-
ings towards test-based assessment due to the stress, 
previous failed experience and frequent testing, which 
could lead to demotivation in completing post-tests. In 
other words, the objective measure of learners’ reading 
performance could not fully capture the effectiveness 
of multimodal input. Therefore, it is necessary to com-
bine them with other subjective measures, such as qual-
itative data collection methods used in this study to 
fully capture students’ reading development in the mul-
timodal learning environment. 

6.2. The effects of multimodal input on learners’ 
cognitive load 

An unexpected finding of the study was that the 
learners’ overall, extraneous and germane cognitive 
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load did not show significant differences when reading, 
watching and interacting with multimodal text, com-
pared with traditional print-based text reading. This 
means that neither the modality effect nor the redun-
dancy effect was observed based on learners’ self-re-
ported cognitive load ratings in the research. The result 
corroborated few studies since the major component of 
literature situated findings in either modality or redun-
dancy effect without the third possible result such as no 
effect. One explanation of this surprising ‘no-effect’ 
finding is the pervasiveness of multimodal literacy in 
the digital era, since students live in a highly visual 
world and they are exposed to a multimodal environ-
ment both in print and on screen. As the multimodal 
text becomes the new norm, students may find that 
reading screen-based text does not require more atten-
tion and processing compared with print-based text. It 
is also noted that the complex content and difficult 
words in the expository reading reported by some par-
ticipants did not cause learners’ cognitive system to be 
overloaded. The overwhelming demands of cognitive 
processing in reading relatively complex expository 
texts were offset by segmentation, which means divid-
ing the passage into learner-paced segments and allow-
ing learners to fully understand each part of the presen-
tation before moving to the next part by clicking the 
‘continue’ button on the screen. The self-controlled in-
put presentation also reduced students’ representational 
holding at one time and they can process information at 
their own pace. This segmentation principle and pacing 
principle underlying the cognitive theory of multimedia 
learning have been validated by multiple studies (Aly, 
Elen, & Willems, 2005; Lusk, 2008; Mayer, 1999; 
Mayer & Chandler, 2001). Thus, the positive effects of 
text segmentation counteracted the increased mental 
demand of processing complex content, leading to no 
statistically significant effect of multimodal input on 
learners’ cognitive load.  

Although the present study showed that multi-
modal input did not increase or decrease learner’s cog-
nitive load to a large extent, it is premature to conclude 
that multimodal text assisted by VR and video had no 
effect on learners’ cognitive load. The rationale is two-
fold. To begin with, this study approached cognitive 
load by adapting a self-reported scale (Paas, 1992), the 
validity of which has been confirmed in multiple stud-
ies (Szulewski et al. 2018; van Gog & Paas, 2008). The 
clarity and sensitivity of this subjective technique lend 
itself to be an extensively used method while at the 
same time the self-reported nature is regarded as its ma-
jor weakness. Antonenko & Niederhauser (2010) sug-
gested that cognitive load should be regarded as a dy-
namic process and the EEG-based physiological meas-
ure should be used to measure it to provide a more com-
prehensive picture than the self-reported scale. Alt-
hough the present research specified the subjective rat-
ing scale into mental effort and mental load and exam-
ined the effects of multimodal input on the two con-
structs respectively, more objective measures can be 
applied to strengthen the reliability of research findings. 
Furthermore, the EFL learners in the current research 

were only engaged in two reading sessions, and the ex-
posure to multimodal text was far from enough to draw 
a definite conclusion regarding the effects of multi-
modal input on learners’ cognitive load. Thus, this 
study inquired into participants’ perceptions towards 
the efficacy of multimodal text to understand learners’ 
cognitive processing from an inner perspective. 

6.3. Learners’ and teacher’s perceptions about the 
efficacy of multimodal text 

In general, learners held positive attitudes towards 
the effectiveness of multimodal text and found multi-
modal input aided their comprehension. Contextualized 
images and animation were the most appreciated fea-
tures of multimodal text, found useful by half of learn-
ers in both experimental groups. The significant role of 
visualization in scientific reading has also been ad-
dressed by Mason, Tornatora and Pluchino (2013), be-
cause they made complex processes visible and helped 
readers construct mental representations. Based on 
journal entries and interview data, the majority of learn-
ers believed that VR-assisted multimodal input was 
more effective in assisting their L2 reading than video-
assisted multimodal input and traditional print-based 
monomodal input that they often receive in daily prac-
tice. The main reason lies in the unique exposure of tac-
tile input, which gave learners a sense of immersion 
that cannot be experienced in other text input. Positive 
perceptions towards the tactile input were also found in 
Limniou et al.’s (2008) research that showed 3D im-
mersive VR-assisted learning environment elevated 
learners’ interest and motivation compared with learn-
ing in a 2D animated environment. In the VR-assisted 
reading scenario, learners were exposed to a simulated 
version of the reality which may not available or possi-
ble in the brick-and-mortar classroom. According to 
learners’ narration, the interactive affordance of VR 
technology allowed them to experience, establish kin-
esthetic relationships with the virtual world and receive 
feedback contingent on learners’ responses (Moreno et 
al. 2001), and the manipulative affordance allowed 
them to take up the active role to learn at their own pace. 
In this light, the tactile input enabled readers to con-
struct haptic model of the text and place themselves in 
the reality that has been brought from outside to inside 
the classroom (Evans and Green, 2006).  

Nevertheless, some negative aspects of multi-
modal input have been pointed out in learners’ journal 
entries and the teacher’s observation, which con-
strained readers to construct mental models effectively 
and prompted practitioners to reflect the potential dis-
advantages of the multimodal approach in the CLIL 
reading context. For both experimental groups with 
multimodal text input, long time of watching electronic 
screen that was filled with text, sound, graphic and an-
imation was harmful to learners’ eyes, especially the 
immersive nature of VR technology made them feel 
dizzy after long periods of interacting with the virtual 
world. Moreover, some students felt lost and over-
whelmed in the face of so much information shown in 
a fast pace. Distraction has also been found to be a 
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factor in technology-enhanced learning environment 
when students failed to engage in robust learning 
(Greene, Moos, & Azevedo, 2007). These negative 
comments were also reported in previous studies in 
multimedia-assisted language learning (Lu, 2008; 
Thornton & Houser, 2005; Wang & Higgins, 2006). 
These constraints explain some participants’ negative 
comments towards the multimodal input, and these 
should be taken into consideration along with positive 
effects of multimodal input on L2 reading in the peda-
gogical design. 

6.4. Theoretical implications for SLA research 

According to Mayer (2008), theory and practice 
are actively engaged in dialog, and this dialog can be 
built when there is a “two-way street between cognitive 
science and instruction” (p. 760). This means there is a 
reciprocal relationship between learning theory and ed-
ucational practice in which the learning theory lays the-
oretical understanding for the educational practice 
whereas the instructional practice is designed on the ba-
sis of theoretical framework and further inform the the-
oretical development. This study is such a dialog that 
allows for interaction between theory and practice. 
Theoretically, the present study synthesized two theo-
retical perspectives and brought forward an integrated 
framework of cognitive theory of learning with VR. 
Grounded in the integrated framework, this study tested 
the efficacy of multimodal input on Chinese EFL learn-
ers’ reading comprehension by collecting and analyzing 
quantitative experimental results and qualitative inter-
pretations. The overall research findings supported the 
tenets of both input hypothesis and the cognitive theory 
of multimedia learning that the provision of compre-
hensible input through multiple modalities can facili-
tate learners’ information processing and improve their 
reading performance in the short term. I want to use this 
research as a platform to inform the SLA field by prob-
lematizing underlying assumptions of the conceptual 
framework. 

Based on the findings of the multimodal text read-
ing practice, the present research can inform the theo-
retical underpinnings of multimodal learning in cogni-
tive account of SLA. The central issue of this frame-
work is how multimodal input helps people process in-
formation and achieve better learning outcome, and this 
study specifically revealed how VR-assisted multi-
modal text fostered learners’ reading comprehension 
and validated the framework. From a holistic perspec-
tive, the present research focused on multimodal input 
provision and learners’ cognitive processing of input to 
generating learning output. This study approached the 
two theoretical perspectives in SLA and multimedia 
learning in light of multimodality.  

Firstly, the current research opened the theoretical 
lens to encompass multimodal input and examined the 
way in which VR technology enhances input in a mul-
timedia learning environment. Instead of limiting the 
scope in providing multimodal input, this study has 
fully exploited multiple affordances of VR technology 
in providing auditory, visual and tactile input and 

explained how the different modes of input entered in 
learners’ working memory. It is worth noting that the 
constraints of multimodal input were also revealed in 
the current research, suggesting that negative aspects of 
multimodal input should also be a focus of inquiry to 
obtain a comprehensive understanding towards the ef-
ficacy of multimodal input. In this light, this research 
has taken the filed beyond Krashen’s theory of compre-
hensive input to an understanding that how learners 
process the multimodal input and construct different 
mental models into coherent understanding. This study 
also suggested that SLA research with a focus on lin-
guistic input should consider the way how technology 
changes linguistic input and how learners’ access to dif-
ferent affordances of multimodal input might affect ac-
quisition. 

Secondly, this study expanded the three assump-
tions (the dual-channel assumption, the limited capac-
ity assumption, the active processing assumption) un-
derlying the cognitive theory of multimedia learning 
(Mayer, 2005) for further application of this framework 
in SLA field. Incorporated VR technology into the mul-
timodal learning environment, this study challenged the 
dual channels assumption and suggested that a third 
modality could be added to the dual coding hypothesis 
(Paivio, 1986) and cognitive theory of multimedia 
learning (Mayer, 2005) since the tactile input is not pro-
vided in purely auditory and visual modalities. Built on 
the triple-channel hypothesis, this study posited that 
learners could develop an additional haptic mental 
model of reading materials and improve learning out-
come as a result of more thorough processing. The fa-
cilitative effect of VR-assisted multimodal input on 
learners’ objective macrostructural comprehension per-
formance validated the triple-channel hypothesis and 
emphasized the instrumental role of tactile input in as-
sisting learners identify different units of information 
and construct coherent mental representation. The re-
search findings also indicated that the additional di-
mension of input modality did not impose cognitive 
load or alleviate cognitive load. Thus, this study added 
another possible result of the limited capacity assump-
tion that do not fall into redundancy effect or modality 
effect, which requires further evidence to measure ef-
fects on working memory load in a theory-related man-
ner. Although there was no statistically significant ef-
fect of multimodal input on learners’ cognitive load, 
learners reported high level of interest and motivation 
and positive attitudes towards the effectiveness of mul-
timodal text. Therefore, affective and motivational as-
pects of multimedia learning can be added to the active 
processing assumption, which involves not only the in-
tegration of prior knowledge with mental models but 
also the affective domain that may influence acquisi-
tion. Together the three extended assumptions form the 
cognitive basis for multimodal learning and provide a 
start point for designing multimodal instruction. 

In summary, this empirical study expanded the 
theoretical landscape by situating multimodality in 
SLA through a discussion of input hypothesis (Krashen, 
1985) as well as cognitive theory of multimedia 
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learning (Mayer, 2005) in a VR-assisted multimodal 
learning environment. Guided by the integrated frame-
work, the mixed research findings from objective as-
sessment and subjective narration further extended the 
scope of comprehensible input and the three assump-
tions underlying the cognitive theory. The interplay of 
theory and practice shown in this study provides a solid 
conceptual ground and empirical evidence for future in-
vestigation of multimodality in the field of SLA. 

7. Conclusion 

7.1. Main findings 

This study argued that VR-assisted multimodal in-
put significantly improved Chinese 8th grade EFL 
learners’ overall and macrostructural reading compre-
hension in the short term without incurring extraneous 
cognitive load. Situated in the integrated framework of 
cognitive theory of multimedia learning with VR, this 
study examined the effects of VR-assisted multimodal 
input on Chinese 8th grade EFL learners’ reading com-
prehension by triangulating objective reading test per-
formance, cognitive load ratings and participants’ nar-
rative accounts to obtain an overall understanding of 
multimodal input in breadth and depth. Based on the 
research findings, there were statistically significant 
differences in the short-term reading performance at the 
level of macrostructure, with superior performance of 
the students receiving multimodal text treatment. Be-
sides it, there was no effect of multimodal text on stu-
dents’ short-term microstructural reading comprehen-
sion and long-term retention of the text. In addition, 
there were no differences in terms of learners’ cognitive 
load, indicating that multimodal text did not incur ex-
traneous load or increase germane load. Participants’ 
positive feedback displayed the affordances of VR in 
assisting their expository reading, while the negative 
comments and suggestions required researchers, teach-
ers and technological designers to further improve mul-
timodal input in accordance with students’ cognitive 
capacity in the multimodal learning environment.  

7.2. Implications 

Implications for teaching with advanced technol-
ogy fall into the interdependent categories of materials 
design and student training. In terms of materials de-
sign, teachers need to select appropriate 3D models 
from the database and incorporate flexibility in teach-
ing materials and assignments so that students can 
choose among a variety of tools or strategies in order to 
customize learning in accordance to their levels of lan-
guage proficiency. Teachers can develop a repertoire of 
instructional approaches to encourage learners to con-
struct multimodal representation and process infor-
mation actively. Moreover, teachers need to provide 
training to orient students to the multimodal text input, 
otherwise readers may wander at random through mul-
timodal text and not able to construct coherent mental 
representation among text units. Therefore, teachers 

need to acquire technology-supported skills and peda-
gogical knowledge to integrate advanced technology 
with language teaching.  

As for technological implications, the constraints 
mentioned by participants in this study require further 
improvement of state-of-the-art infrastructure and fa-
cilities. Technology providers in the education field 
need to take pedagogical design into consideration and 
offer practitioners enough training and technical sup-
port to facilitate multimedia assisted instruction and 
learning. In addition, this study was conducted in a con-
text of governmental support in promoting VR technol-
ogy in education. The mixed findings remind policy 
makers to think twice before implement VR technology 
in the education field to a large extent and treat the im-
mediate ‘wow’ factor with caution. Despite the benefits 
of VR, there are still some challenges that should be 
addressed before implementing at large scale. 

7.3. Limitations and future directions 

This exploratory research took an important step 
in integrating VR technology with EFL learners’ expos-
itory reading, while its generalizability was reduced 
due to the non-random sampling of participants, short 
time frame, nature of expository reading and the formal 
school context. The unanimous background of partici-
pants as 8th grade Chinese EFL learners narrowed the 
generalizability of findings. Moreover, the study was 
carried out over a short time frame with only two read-
ing sessions. Therefore, participants had limited expo-
sure to multimodal text, and this study only captured 
learners’ initial excitement towards new form of tech-
nology but may ignore their decreasing motivation and 
affection that influence their learning outcome in the 
long-term. Future studies can take a longer period of 
time for the treatment and observe learners’ reading tra-
jectory in dealing with multimodal text. Moreover, this 
study focused on expository reading and situated the 
treatment in a CLIL context. Different types of reading 
and other facets of language learning can be the focus 
of inquiry in future studies. Lastly, this study focused 
on learning in the school context and utilized conven-
tional assessment tools. There has been very little em-
pirical research on the instructional value of multi-
modal language learning in informal settings, and it is 
recommended that researchers deploy advanced multi-
media technology to assist students’ informal language 
learning. 
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